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Abstract: Cluster analysis is a multivariate analysis method that 
divides n observations into K groups (K ≤ n) based on their 
properties. One of the well-known algorithms in cluster analysis 
is K-Means. K-Means uses the non-hierarchical principle where 
at the initial initiation, it is necessary to determine the number 
of groups in advance. The K-Means algorithm can be used to 
categorize Indonesian provinces based on macroeconomic 
variables (such as the percentage of poor people, open 
unemployment rate, and Gini ratio) and crime rate. The ultimate 
goal of this research is of course to get optimal grouping results. 
The similarity measure used is Euclidean Distance. The number 
of groups tested K=2,3, 4,…,10, and the optimal number of 
groups with the highest Silhouette value was selected. Based on 
the results of the analysis, the optimal number of clusters is four. 
These four clusters have characteristics that distinguish one 
cluster from another. 

  

1. INTRODUCTION  
Sustainable Development Goals (SDGs) are shared commitments and agreements with 

the goal of achieving community welfare while preserving the environment [1], [2]. The SDGs 
have universal principles, are integrated with one another, and are inclusive with the intention 
of ensuring that no one will be left behind [3]. The SDGs are mutually agreed to have 17 goals 
and 169 targets to be achieved by 2030 [4]–[6]. One of the goals that is of concern to 
researchers is the 16th goal “Peace, Justice and Strong Institutions”. The goal of the 16th goal 
is to build an inclusive and peaceful society founded on human rights, the rule of law, good 
governance at all levels, and institutions that are transparent, effective, and responsible [7]. 
One of the targets in goal 16 is to reduce all forms of violence and related deaths everywhere, 
to stop abuse and exploitation [8], [9]. The high crime rate will lead to a sense of insecurity 
and have an impact on economic growth, creating a sense of grudges between communities 
that can last for generations and so on. A statistical approach can be used to be able to 
photograph and see the phenomena that occur in relation to the 16th SDGs, especially related 
to the problem of crime. Cluster analysis is one of statistical method that can be used to view 
phenomena and obtain mapping results of provinces in Indonesia based on macroeconomic and 
crime indicators. In this study, researchers used cluster analysis to classify provinces in 
Indonesia based on macroeconomic indicators and crime.  

Multivariate statistical methods like cluster analysis are used to categorize items based 
on common characteristics [10], [11]. Cluster analysis will group each object that has the 

https://jurnal.unimus.ac.id/index.php/statistik
mailto:andreatririandani@fmipa.unmul.ac.id


 DANI, ANDREA TRI R., ET AL 

13 | https://jurnal.unimus.ac.id/index.php/statistik 
   [ DOI: 10.14710/JSUNIMUS.11.12.-21]  
 

closest similarity to other objects in the same group [12], [13]. The algorithm used in the 
grouping process is K-Means. A non-hierarchical grouping technique called K-Means will 
divide data into one or more groups [14]–[17]. Several previous studies using the K-Means 
algorithm include: [15], [18]–[21]. The K-Means grouping algorithm can be applied to various 
problems, one of which is crime. In this research, K-Means will be used to group provinces in 
Indonesia based on macroeconomic and crime indicators. There are several studies that serve 
as references, including:[22]–[24]. Based on the description that has been written, this research 
will apply the K-Means algorithm to classify provinces in Indonesia based on macroeconomic 
indicators and crime. 

 
2. LITERATURE REVIEW 
2.1. Cluster 

Cluster analysis is a set of methods that are automatically used to group objects or data 
into a cluster based on their similarity[25], [26]. The main goal of cluster analysis is to identify 
a group of objects that have certain similarities and characteristics that can be separated from 
other groups[27], [28]. Objects that are in the same cluster are relatively more homogeneous 
than objects that are in different groups.  

 
2.2. K-Means Algorithm 

By dividing the data into various groups, the K-Means algorithm is used to group 
objects [16], [29], [30]. In general, the K-Means method performs two processes: determining 
the position of the cluster center and looking for members from each cluster. The stages of the 
K-Means algorithm are detailed as follows: 

a) Set the cluster center to K and decide how many clusters you wish to construct. 
b) The distance between each data point and the cluster center can then be calculated 

using Euclidean distance using Equation (1). 

𝒅(𝒙, 𝒄) = ()(𝒙𝒊 − 𝒄𝒊)𝟐
𝒅𝒊𝒎

𝒊%𝟏

 (1) 

c) Data should be organized into clusters with the smallest possible distances between 
the centers. 

𝐦𝐢𝐧	(𝒅(𝒙, 𝒄)) (2) 

d) The new cluster center update uses the average. 
e) If any additional objects are going to another cluster, repeat Steps b through d until 

they are all moved. 

 
2.3. Silhouette Coefficient 

The Silhouette coefficient is one of the evaluation tools for determining the quality and 
strength of clusters  [31], [32]. The Silhoueete calculation stages in general are as follows: 

a) Calculate the average distance from item i to all objects in the same cluster for each 
object i, 𝒂𝒊. 
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b) Then for each object i, calculate the average distance from an object i to all objects 
in different clusters, then take the minimum value, 𝒃𝒊. 

c) The Silhouette coefficient 𝑺𝒊 is calculated by Equation (3). 

𝑺𝒊 =
𝒃𝒊 − 𝒂𝒊

𝐦𝐚𝐱	(𝒂𝒊, 𝒃𝒊)
 (3) 

 
Silhouette coefficient values range from -1 to 1. Results grouping is said to be good if the 
silhouette coefficient value is owned equal to 1, meaning that the ith object has joined the 
correct cluster. 
 
3. METHODOLOGY 
3.1. Data and Source Data 

The data used in this study is secondary data published by the Badan Pusat Statistik 
(BPS) through its publication in 2021. The observation units in this study were 34 provinces in 
Indonesia. The research variables consist of response and predictor variables which are detailed 
in Table 1. 

 
Table 1. Research Variable  

Variables Notation Explanation 

Crime Rate 𝑥" 
Crime rate is a number that can indicate the 
level of vulnerability of a crime in a certain 
area at a certain time 

Percentage of Poor 
Population 𝑥# 

The percentage of poor people represents 
residents who have an average monthly per 
capita expenditure below the poverty line. 

Open Unemployment Rate 𝑥$ 
The Open Unemployment Rate is the ratio 
of the number of jobless to the entire labor 
force. 

Gini Ratio 𝑥% The Gini Ratio describes overall equity and 
inequality, from income to distribution 

 
3.2. Steps of Analysis 

The steps in the K-Means algorithm data analysis method for identifying Indonesian 
provinces are described below: 

1. Exploring data with descriptive statistics and making spatial mapping for each variable 
used. 

2. As a first step before utilizing the K-Means method to group the data, standardize the 
data using the Z-Score. Standardization is used to make the data scale for each variable 
within the same range. 

3. Apply the K-Means algorithm to the grouping process. K=2, 3, 4,..., 10 groups were 
examined, and the Euclidean Distance was employed to determine similarity. 

4. Determine the optimal number of groups with Silhouette coefficients.  
5. Profiling the results of grouping provinces in Indonesia by visualizing them with spatial 

mapping. 
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4. RESULTS AND DISCUSSION 
We'll go over the analysis's findings in this section, along with a discussion of how the 

K-Means algorithm was used to group Indonesia's provinces. 
4.1.  Descriptive Statistics 

The data exploration will be presented by displaying descriptive statistics for each 
variable in Table 2. 

Table 2. Research Variable    

Variables Notation Minimum  
Value 

Maximum  
Value 

Average 

Crime Rate 𝑥" 29 328 138.97 
Percentage of Poor Population 𝑥# 4.53 26.8 10.29 

Open Unemployment Rate 𝑥$ 2.34 8.31 4.96 
Gini Ratio 𝑥% 0.26 0.46 0.34 

 
Based on Table 2, it can be seen that each province in Indonesia tends to have different 
characteristics for all variables. As an example variable, namely the Crime Rate. West Papua 
Province is the Province with the highest Crime Rate, with a crime rate of 328 (per 100,000 
population), followed by Maluku and North Sulawesi Provinces. 

 

 
Fig 1. Scatter Plot for Macroeconomic Variables vs Crime Rate 

 
Based on Fig 1, it can be seen that there is a tendency for there to be a positive relationship 
between the percentage of poor population variable and the crime rate variable, a negative 
relationship between the open unemployment rate variable and the crime rate variable, and a 
positive relationship between the Gini ratio variable. 
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4.2. Spatial Mapping  

Considering that in this study, the unit of observation is the provinces in Indonesia, 
which are location-based, so that spatial mapping is carried out as a data exploration technique. 
Spatial mapping for each variable is presented in Fig. 2. 

 

 
 

 
 

 

(a) 

(b) 

(c) 
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Fig 2. Spatial Mapping: (a) Crime Rate, (b) Percentage of Poor Population, (c) Open 
Unemployment Rate, (d) Gini Ratio 

 
Based on Figure 2, it can be seen that for the crime rate variable, provinces on the island 

of Papua tend to have higher crime rates than others. This is similar to what happened on Papua 
Island for the variables of percentage of poor population and Gini ratio 

 
4.3. Grouping with the K-Means Algorithm 

The process of grouping provinces in Indonesia using the K-Means Algorithm is carried 
out using the help of R software with the packages "tidyverse", "cluster", and "factoextra". 
Silhouette value is used as a criterion for the goodness of grouping results. In this study, the 
distance for measuring similarity used was the Euclidean distance and the number of groups 
tested was K=2,3,4,…,10. 

 
Table 3. Silhouette Coefficient Value for each K tested 

Number of Groups (K) Silhouette Coefficient 
2 0.55 
3 0.54 
4 0.57 
5 0.52 
6 0.51 
7 0.53 
8 0.54 
9 0.56 
10 0.55 

 

Furthermore, can be visualized in Fig 3. 
 

(d) 
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Fig 3. Visualization of Silhouette Coefficient 

 

Based on the Silhouette, the optimal number of groupings is 4 clusters / group, because it has 
the highest Silhouette value. Table 4 displays the findings of profiling the Indonesian provinces 
based on Fig. 4. 

Table 4. Province Grouping 

Cluster Province 
1 Maluku and Papua Barat 

2 

Kep. Bangka Belitung, Aceh, Jambi, Riau, , Kep. 
Riau, Nusa Tenggara Barat, Kalimantan Utara, 
Sulawesi Tengah, Sulawesi Selatan, Sulawesi Barat, 
Sumatera Barat, and Sulawesi Selatan 

3 Gorontalo, Papua, Kalimantan Selatan, Sulawesi 
Utara, Sumatera Utara, and DI Yogyakarta 

4 

Sulawesi Tenggara, Nusa Tenggara Timur, Banten, 
DKI Jakarta, Bali, Kalimantan Barat, Kalimantan 
Tengah, Kalimantan Timur, Lampung, Jawa Barat, 
Jawa Tengah, Jawa Timur, and Maluku Utara 

 
Based on Table 4, it can be visualized the results of grouping Provinces in Indonesia in the 
form of spatial mapping in Fig. 4. 
 

 
Fig 4. Visualization of Grouping Provinces 
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Based on the grouping results, we can know if: 
1. Cluster 1 is the provinces with the highest Percentage of Poor Population, Open 

Unemployment Rate, Gini Ratio, and Crime Rate. Cluster 1 is a group of provinces 
with high crime rates and other economic problems that follow. 

2. Cluster 2 is the provinces with the Percentage of Poor Population, Open Unemployment 
Rate, Gini Ratio, and Crime Rate which also need attention, although the numbers are 
not as high as in Cluster 1 and Cluster 3. 

3. Cluster 3 is the provinces with the second highest Percentage of Poor Population, Gini 
Ratio, and Crime Rate after Cluster 1. 

4. Cluster 4 is the provinces with the lowest percentage of poor people and crime rates 
compared to other provinces. However, the Open Unemployment Rate and the Gini 
Ratio are still problematic in this cluster. 
 

5. CONCLUSION 
As a result of the data analysis and discussion, the best number of clusters, according 

to the Silhouette value, is four, with each cluster possessing traits that distinguish it from the 
others. Indonesian provinces are divided into (4) four clusters, with details: cluster 1 has (2) 
two provinces, cluster 2 has (13) thirteen provinces, cluster 3 has (6) six provinces, and cluster 
4 has (13) thirteen provinces. 

The recommendation for the government based on the research results is to pay 
attention to provinces that are included in the crime-prone group. Based on the cluster results, 
the government can prioritize handling for early mitigation of problems related to 
macroeconomics and crime. Cluster 1 is the cluster that requires the most attention, including 
the provinces of Maluku and West Papua. 
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