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Abstract: Heart disease is the main cause of death in humans. 
Even though preventive measures have been taken such as 
regulating food (diet), lowering cholesterol, and treating weight, 
diabetes, and hypertension, heart disease remains a major health 
problem. There are several factors that cause heart disease, 
including age, type of chest pain, high blood pressure, sugar 
levels, ECG test values, maximum heart rate, and induced 
angina. To reduce the percentage of deaths due to heart disease, 
we need a system that can predict heart disease. The algorithm 
used in this research is a combination of the Backward 
Elimination and Naive Bayes algorithms to increase accuracy in 
diagnosing heart disease. According to the results of this 
research, the Naive Bayes algorithm has an accuracy value of 
78.90% and an Area Under Curve (AUC) value of 0.86, which 
is included in the good classification category. Combining the 
Backward Elimination and Naïve Bayes algorithms has an 
accuracy value of 82.31% and an Area Under Curve (AUC) 
value of 0.88. 

  

1. INTRODUCTION  
The healthcare industry possesses a vast amount of health data, but most of this data is 

not processed to uncover hidden insights for effective decision-making by healthcare 
practitioners. Making decisions based on accurate data and information can lead to precise 
disease diagnoses and predictions. Heart disease is the number one leading cause of high 
mortality rates, and it continues to be feared by people.  

Coronary Heart Disease (CHD) is a cardiovascular disease caused by the blockage of 
coronary arteries due to plaque buildup, pollutants, or environmental chemicals typically 
ingested through food, drink, or inhaled as gases that accumulate on the coronary artery walls. 
This possibility of blood clot formation in the narrowed arteries can block blood flow entirely 
because the hardened blood clot obstructs the artery’s passage [1]. CHD increases with aging 
in both men and women aged 71-75 years due to the progressive accumulation of 
atherosclerosis in the coronary arteries as people age. In the cardiovascular system, the aging 
process results in a decrease in heart rate, and narrowing the coronary arteries’ lumen can 
disrupt blood flow to the heart muscle, leading to damage and impaired heart muscle function 
[2]. 

According to the World Health Organization (2022), cardiovascular diseases are the 
number one cause of death worldwide. Currently, there are an estimated 17.9 million deaths 
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attributed to cardiovascular diseases every year. Heart failure accounts for 85% of deaths 
among cardiovascular disease patients [3].  

Indonesia ranks third in the world in terms of the highest death rate due to cardiovascular 
diseases, following Laos and the Philippines. The Basic Health Research (Riskesdas) data from 
the Indonesian Ministry of Health in 2018 reported that heart failure cases in Indonesia are 
increasing every year, with an estimated 2,784,064 individuals affected. The 2018 Riskesdas 
data also reported that the prevalence of heart disease based on doctor diagnoses in Indonesia 
reached 1.5%, with the highest prevalence in North Kalimantan at 2.2%, Yogyakarta at 2%, 
and Gorontalo at 2%. Besides these three provinces, there were eight other provinces with 
higher prevalence rates compared to the national average. These eight provinces are Aceh 
(1.6%), West Sumatra (1.6%), DKI Jakarta (1.9%), West Java (1.6%), Central Java (1.6%), 
East Kalimantan (1.9%), North Sulawesi (1.8%), and Central Sulawesi (1.9%) [4].  

Therefore, there is a need for a precise method to process this data to generate healthcare 
plans that prioritize disease management efforts to reduce hospitalizations and deaths among 
heart failure patients. One approach to addressing this issue is by using data mining techniques. 
Several data mining techniques have been applied in the healthcare field, such as classification 
and prediction [5]. Classification algorithms like Naive Bayes can be used in classification 
tasks by using mathematical probability calculations. The advantage of using Naive Bayes is 
that it requires a small amount of training data to estimate the necessary parameters for the 
classification process [6]. Previous research has also attempted to predict the life expectancy 
of heart failure patients. Applying the Particle Swarm Optimization (PSO) method to the Naive 
Bayes algorithm for feature selection. The classification results showed that the PSO method 
combined with Naive Bayes achieved better accuracy and fell into the category of Excellent 
Classification [7]. Additionally, the Naive Bayes algorithm was optimized using Forward 
Selection for the classification of chronic kidney disease [8].  According to Larose, feature 
selection using Backward Elimination removes attributes that are not independent of the 
processed data, while forward elimination retains all attributes, whether independent or not, 
making non-independent attributes insignificant and reducing their residual square count [9]. 
Backward Elimination yields better performance compared to statistical significance methods 
in the selection phase, as demonstrated by high sensitivity, specificity, and accuracy [10]. The 
purpose of this research is to compare the Naive Bayes algorithm with the Naive Bayes 
algorithm-based Backward Elimination in detecting heart disease. 

 

2. LITERATURE REVIEW 
2.1. Heart Disease  

One of the abnormal heart functions is the resulting atherosclerotic heart disease from a 
builtup of plaque that hardened and makes the arteries narrow. This plaque buildup causes 
blood flow is not smooth and ultimate obstructed. A heart attack can occur when blood flow 
inhibitate due to blood clots [11]. 

Heart disease occurs when accumulated plaque blocks blood flow to the muscles hertz in 
the coronary arteries [12]. When the fat deposits grew, it  reaches about 70% of the diameter 
of coronary arteries and may begin to cause symptoms [13]. The main symptoms of heart 
disease is chest pain or angina. This pain could be fell in the center of the chest, but can spread 
or only felt in the neck, shoulders, arms, or lower jaw, especially on the left side of the body. 
For some for most people, these symptoms almost always occur along with or after physical 
activity emotional feelings and may occur after eating or in cold weather [14]. 

Heart disease is a type of clinical syndrome characterized by dyspnea and limited activity 
tolerance, which is attributed to impairment of ejection dysfunction or ventricular filling, or a 
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combination of both [15]. Various types of heart diseases are Coronary heart disease, 
Cardiomyopathy, Cardiovascular disease, Ischemic heart disease, Heart failure, Hypertensive 
heart disease, Inflammatory heart disease, Valvular heart disease. As per the survey conducted 
by WHO, out of 10 deaths in India, eight are caused by cardiovascular diseases and diabetes. 
Preventive strategies to reduce risk factors are essential to reduce the alarmingly increasing 
burden of heart disease in our population. 
2.2. Data Mining 

Data mining is the process of extracting useful information and patterns from very large 
datasets. Data mining encompasses data collection, data extraction, data analysis, and statistical 
analysis of data [16]. Data mining is also known as knowledge discovery, knowledge, 
extraction, data/pattern analysis, and information harvesting. The goal of data mining is to 
uncover previously unknown patterns. Once these patterns are obtained, they can be used to 
address various types of problems. Data mining is a process that utilizes statistical techniques, 
mathematics, artificial intelligence, and machine learning to extract and identify useful 
information and relevant knowledge from various large databases. 

 
2.3. Naïve Bayes 

The Naive Bayes algorithm is a simple probability classifier that calculates a set of 
probabilities by counting the frequency and combinations of values in each data set. The 
algorithm uses Bayes’ theorem and assumes that all variables are independent considering the 
value of the class variable. This conditional independence assumption is rarely valid in real-
world applications, so it is characterized as Naive, but the algorithm tends to learn quickly in a 
variety of controlled classification problems [17]. The Naive Bayes algorithm is commonly 
used in predicting the probability of membership of a class. In doing a calculation of the 
probability value P(A|B), the Bayesian Theorem uses probabilities P(A), P(B), and P(B|A) as 
follows. 

P(A|B) = 	 !(#)	!(&|#)	
!(&)

    (1) 
Where;  
𝑃(𝐴|𝐵) is the probability of the occurrence of event A when event B occurs,  
𝑃(𝐴) is the probability of the occurrence of A  
𝑃(𝐵|𝐴) is the probability of the occurrence of event B when event A occurs  
𝑃(𝐵) is the probability of the occurrence of B  
Naïve Bayes is applied to the data set and the confusion matrix is generated for class gender 
having two possible values i.e., Healthy controls or Patients. 

 
2.4. Backward Elimination 

Backward Elimination is used to select the best among all possible features to remove 
and analyze statistically inappropriate ones, the Backward Elimination method provides better 
performance compared to the significance statistical method in the selection phase. The best 
performance is evidenced by high sensitivity, specificity, and accuracy [10]. 

 
3. METHODOLOGY 

This paper was conducted using the experimental method using the software Rapid 
Miner. The steps are as follows Dataset, Data Analysis Technique, Proposed Algorithm, 
Testing Method, and Evaluation Method.  
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3.1 Data and Source Data  
In this paper, private patient data on heart disease were used. The results obtained from 

the examination included a total of 209 patients, with 92 patients detected as having heart 
disease and 117 patients detected as healthy. The attributes in the dataset include age, type of 
chest pain, high blood pressure, glucose level, EKG test results, maximum heart rate, and 
induced wind.  

 
3.2 Steps of Analysis  

The initial data processing stage is carried out to prepare data that is truly valid before being 
processed at the next stage, but not all data can be used because there is some data that has 
missing values, and not all attributes are used because they must go through several stages of 
initial data processing (data preprocessing). Some of the data analysis techniques used in this 
paper include the following: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1. Flowchart Steps of Analysis 

1. Dataset 
The first step is to enter heart disease data. 

2. Replace Missing Value 
In this research, missing values in the nominal dataset will replaced with values that have the highest 
frequency in the dataset. Meanwhile, in the numerical dataset, missing values are replaced with the 
median value of the attribute.. 

3. Discretize by binning 

Dataset 

Replace Missing Value 

Discretize by binning 

Backward Elimination 
+ Naïve Bayes 

10 fold cross validation 

AUC + Accuracy 
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Discretize by binning is carried out to change numeric attribute data into nominal data (by adjusting 
the bin value according to the original). 

4. Backward Elimination + Naïve 
Carry out testing on all attributes that are inappropriates and have no effect on modeling, then 
calculate the probability of the class and label. 

5. 10 fold cross validation 
The testing method used in this paper employs 10-fold Cross-Validation. 10-fold cross-
validation is one of the techniques used to assess or validate the accuracy of a model built 
based on a specific dataset. The creation of a model is usually aimed at making predictions 
or classifications on new data that may not have appeared in the dataset. The data used in 
the model-building process is referred to as training data, while the data used to validate the 
model is referred to as test data. In this technique, the dataset is randomly divided into K 
partitions. Then K experiments are performed, with each experiment using the K-th partition 
as the testing data and utilizing the remaining partitions as the training data. 
 
 
 
 
 
 
 
 
 
 

Fig 2. 10-Fold Cross Validation 

 
6. Auc + Accuracy 

Classification methods can be evaluated based on several criteria such as accuracy, speed, 
reliability, scalability, and interpretability. The testing results are conducted to measure the 
accuracy and AUC (Area Under Curve) of the heart disease dataset using the 10-fold cross-
validation method. 

Table 1. Classification AUC 

AUC Value Classification 
0,90 – 1,00 Excellent 
0,80 – 0,90 Good 
0,70 – 0,80 Average 
0,60 – 0,70 Low 
0,50 – 0, 60 Fail 

 

4. RESULTS AND DISCUSSION 
 The Experiment was conducted using an inter Core i3 2.53 GHz laptop with 2GB of 
RAM, running the Windows 7 32-bit operating system. The application used was RapidMiner 
7.1 Table2 shows the AUC and Accuracy values for the proposed algorithm. 
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Table 2. Result of Accuracy dan AUC 

Methods Accuracy AUC 
Naïve Bayes 78.90 % 0.86 
Naïve Bayes with Backward Elimination  82.31 % 0.88 

   

Based on the results above, the accuracy value for the Naive Bayes method is smaller than the 
accuracy value for Naive Bayes with backward elimination. So that using feature selection such 
as backward elimination has a good effect compared to just using naive Bayes without feature 
selection. 

Apart from that, the Accuracy and AUC values also dominate when using the Naive 
Bayes method with backward elimination, with the results of the Accuracy and AUC values 
can be seen in the following figure. Apart from that, the ACC and AUC values also dominate 
when using the Naive Bayes method with backward elimination, with the results of the ACC 
and AUC values can be seen in the following figure.  

 

 

 

 

 

 

Fig 3. The results of Accuracy and AUC between Naïve Bayes and Naïve Bayes with 
Backward Elimination 

5. CONCLUSION 

The algorithm used in this research is a combination of the Backward Elimination and 
Naive Bayes algorithms to increase accuracy in diagnosing heart disease.The Backward 
Elimination method is proven to be able to reduce the dimensions of a large dataset and help 
improve the accuracy of Naïve Bayes classification, achieving an accuracy of 82.31% as 
compared to using the Naïve Bayes algorithm alone, which yielded an accuracy of 78.90%. 
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