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Abstract: In the Cost of Living Survey activities in the districts 
/ cities affected by the sample, the data collected is data on how 
much expenditure is needed by households in daily life as a 
commodity package. This commodity package is close to the 
socio-economic survey (SUSENAS) for non-sample districts / 
cities in determining "Sister Cities" which do not have certain 
indicators such as inflation. This inflation is very important to 
use as a basis for calculating the poverty line, so care needs to 
be taken in determining "Sister cities" regarding the addition of 
inflation cities in West Java. With the help of machine learning, 
the similarity level method using distance measures, namely 
Euclidean distance, CID distance, and ACF distance, can help 
districts / cities find sister cities. Furthermore, grouping was 
carried out using a biclustering algorithm to see the 
characteristic variables in West Java from the same 
consumption pattern data. The biclustering parameter with 
tuning parameter 𝛿=0.1 is the best bicluster with a total of 3 
biclusters with a value of MSR/V=0.02433 with identical 
characteristic variables, namely Average Fish Consumption 
(X3), Average Meat Consumption (X4), Average Consumption 
of Eggs and Milk (X5), Average Consumption of Vegetables 
(X6), Average Consumption of Fruit (X8), Average 
Consumption of Oil and Coconut (X9), Average Consumption 
of Housing and Household Facilities (X15), Average 
Consumption of Various Goods and Services and Average 
Consumption of Taxes (X16), Levies and Insurance (X19). 

 

1. INTRODUCTION  
Inflation is an indicator that represents changes in the average price of a group of goods 

and services represented in the consumer or producer shopping basket [1]. These measurements 
are carried out in a Cost of Living Survey (SBH) weighing diagram [2]. In other words, 
inflation results in a reduction in the purchasing power of the currency because goods and 
services become more expensive [3]. West Java had 7 inflation cities in 2018, namely Bogor 
City, Sukabumi City, Bandung City, Cirebon City, Bekasi City, Depok City, and Tasikmalaya 
City [4] plus 3 new inflation districts / cities in 2022, namely Bandung districts, Majalengka 
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districts and Subang districts. Meanwhile, West Java has 17 districts / cities that are not SBH 
samples, so they do not have inflation figures.  

Inflation figures are really needed in SBH non-sample districts / cities because the 
calculation of several important indicators such as poverty, Wholesale Price Index, Large Price 
Index, Producer Price Index, Gross Domestic Product Deflator, and Asset Price Index requires 
the role of inflation [5]. For example, in calculating districts / cities poverty figures, inflation 
figures should be included because multiplying the previous year's poverty line with year-to-
year inflation will produce a provisional poverty line for the year concerned [6]. Therefore, to 
determine the inflation value in districts / cities that do not carry out SBH activities, BPS uses 
a sister city approach. [7]. This approach uses a weighing diagram of a city implementing SBH 
that has the same consumption pattern and is geographically close [8]. The impact of errors in 
determining sister cities is on the policies that will be taken, for example, an increase in the 
minimum wage, which has implications for the level of workers' welfare, where the 
determination requires inflation data [7]. So, a separate study is needed regarding the 
determination of sister cities, especially on inflation. So far, in determining sister cities, they 
usually only use a geographic proximity approach, but it is necessary to consider using data 
patterns to calculate the sister city approach [9]. 

In SBH activities in the districts / cities affected by the sample, the data collected is data 
on how much expenditure is required by individuals or households in daily life [10]. SBH will 
produce commodity packages that will be used as objects of observation for every price change 
every month so that inflation figures appear [11]. Therefore, in determining sister cities, what 
is used to see the level of similarity is community consumption patterns, GDP per capita, 
population, and distance from the city of inflation. Consumption patterns themselves are 
important to see any anomalies that occur in an area, so there is a need for special policies 
related to this [12]. 

Therefore, measurements were carried out using a simple method, machine learning, to 
determine the level of similarity of several variables, such as average expenditure on 
commodity consumption patterns, population, GDP per capita, and distance from the city of 
inflation used in 2022. In addition, the Grouping of consumption patterns is carried out to 
provide insight to the government to make policies based on the characteristic variables that 
form these groupings using the Cheng and Chen biclustering algorithm. 

 
2. LITERATURE REVIEW 
2.1. Distance Measure 

Distance measurement is one of the key components of clustering. This data can be in 
various forms, including raw values from equal or unequal euclides, euclidean pairs of feature 
values, transition matrices, etc. Several distances will be used in time series cluster analysis 
according to Liao, T.W [13], namely as follows: Eclidean distance, root mean square distance, 
and Mikowski distance, Pearson’s correlation coefficient and related, Short time series 
distance (STS), Dynamic time warping distance (DTW), Probability-based distance function 
for data with error, Kullback-Liebler distance, J divergence and symmetric information 
divergence, Dissimilarity index based on the cross-correlation function between two time 
series. 

The distance measures used in this research are uclidean distance, autocorrelation 
function based distance (ACF), complexity-invariant distance (CID), and dynamic time 
warping (DTW). To determine the best distance measure, cophenetic correlation will be used. 
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a. Euclidean distance 

Euclidean distance is calculated from raw data, not standard data [14]. The advantage of 
using Euclidean distance is that adding a new object does not affect the distance between 2 
objects, even if the new object is an outlier. However, the distance is greatly influenced by the 
scale (if the scale is changed, for example, from cm to mm, the cluster analysis results may 
differ). Euclidean distance is a distance matrix xi dan vj each becomes a vector P- dimensional. 
The Euclidean Distance formula is calculated as follows [15]. 

𝑑𝑖𝑠𝑡(𝑥, 𝑦) = +,(𝑥! − 𝑦!)"
#

!$%

 (1) 

b. Autocorrelation Function (ACF) Distance 

A matrix based on estimating the autocorrelation function (ACF) for time series data with 
a correlation structure [16]. For example 𝒑/𝒙 = (𝒑/𝟏𝒙, 𝒑/𝟐𝒙, … , 𝒑/𝑳𝒙)𝒕, and 𝒑/𝒚 =
(𝒑/𝟏𝒚, 𝒑/𝟐𝒚, … , 𝒑/𝑳𝒚)𝒕 are autocorrelation vectors resulting from the estimation of time series X 
and Y for some L like 𝒑/𝒊𝒙	 ≈ 0 dan 𝒑/𝒊𝒙	 ≈ 0 for i > L. The distance between two time series 
data can then be formed as follows: 

𝑑./0 = 34𝒑/𝒙 − 𝒑/𝒚5
1Ω	(𝒑/𝒙 − 𝒑/𝒚) (2) 

Where Ω is the weighting matrix. 
c. Complexity-Invariant Distance (CID) Distance 

Complexity-invariant distance (CID) is a measure that uses the difference in data 
variation between two-time series data to correct the basic distance used [17]. The basic 
distance commonly used is the Euclidean distance. The complexity-invariant Distance (CID) 
distance calculation is as follows: 

𝐶𝐼𝐷(𝑢, 𝑣) = 𝐸𝐷(𝑢, 𝑣). 𝐶𝐹(𝑢, 𝑣) (3) 

with: 
CID(u,v) : Complexity-invariant distance between data u and data v 
ED(u,v)  : Euclidean distance between data u and data v 
CF(u,v)  : Correction factor between u and data v 
The correction factor (CF) will separate data based on data variations. The higher the variation 
in the data being compared, the greater the CF value. If the data being compared has the same 
variation, then the CID distance will be closer to the Euclidean distance. 

𝐶𝐹(𝑢, 𝑣) =
max	(𝐶𝐸(𝑢), 𝐶𝐸(𝑣))
𝑚𝑖𝑛	(𝐶𝐸(𝑢), 𝐶𝐸(𝑣)  (4) 

𝐶𝐸(𝑢) = E∑ (𝑢2 − 𝑢23%)"#4%
2$% , Where t is the t-th data 

 
CE(u) estimates variations in time series data by straightening the time series data. Data with 
high variation will have longer lines than data with low variation. For the resulting CE(u) value 
to be consistent, the time series data must meet 3 conditions: the same number of data series, 
sampling rate, and standardized amplitude. The CID distance tends to be smaller for data of 
the same complexity and should increase when compared with data of different complexity. 
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2.2. Biclustering 

Then, after measuring the similarity distance, further analysis is carried out using the 
machine learning method, namely Bicluster [18]. Bicluster is defined as part of a row and part 
of a column with a high similarity value based on the Cheng and Church (CC) algorithm [19]. 
This algorithm aims to find biclusters with a Mean Square Residual (MSR) smaller than the 
specified limit [20]. 

 

 
 

 
 

 
 

The biclustering analysis used in this research is the CC algorithm (Cheng & Church) or 𝛿 -
biclustering [19]. The CC algorithm is greedy and tries to find the maximum bicluster with 
high similarity. A collection of rows and columns is called a bicluster if it has a mean squared 
residual value below the level (𝛿) determined by researchers [21]. 

 
3. METHODOLOGY 
3.1 Data 

The data used in this research are consumption patterns derived from the 2022 National 
Socio-Economic Survey (SUSENAS), GDP per capita, population, and a distance matrix to 
determine sister cities of non-sample SBH districts / cities from SBH cities in the West Java 
region, while for The grouping only uses 2022 Susenas data. The year 2022 was chosen 
considering changes in the base year for inflation, previously 2018 [22]. In this study, the 
Euclidean distance, CID distance, and ACF distance from non-sample districts / cities to the 
SBH sample in 2023 will be calculated to determine the characteristics from the Level of 
Similarity based on the heatmap [23]. The heatmap is formed from a distance measurement 
matrix. After that, a two-way grouping was created using the Cheng and Church (CC) bicluster 
algorithm to determine the characteristics of accumulation based on household consumption 
patterns, which is useful as a basis for policymakers through characteristic variables. districts 
/ cities use 23 food and non-food consumption pattern variables to determine sister cities. The 
data used in this study are as follows. 

Table 1 Variables used in research 
Variable Definition Unit 

X1 Average Grain Consumption Rupiah 
X2 Average Consumption of Tubers Rupiah 
X3 Average Fish Consumption Rupiah 
X4 Average Meat Consumption Rupiah 
X5 Average Consumption of Eggs and Milk Rupiah 
X6 Average Consumption of Vegetables Rupiah 
X7 Average Consumption of Nuts Rupiah 

Figure 1 Representation of outcomes from clustering and biclustering 
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Variable Definition Unit 
X8 Average Fruit Consumption Rupiah 
X9 Average Consumption of Oil and Coconut Rupiah 
X10 Average Consumption of Beverage Ingredients Rupiah 
X11 Average Consumption of Spices Rupiah 
X12 Average Consumption Other Consumption Rupiah 
X13 Average Consumption of Prepared Food and Beverages Rupiah 
X14 Average Cigarette and Tobacco Consumption Rupiah 
X15 Average Consumption of Housing and Household Facilities Rupiah 
X16 Average Consumption of Various Goods and Services Rupiah 
X17 Average Consumption of Clothing, Footwear and Headgear Rupiah 
X18 Average Consumption of Durable Goods Rupiah 
X19 Average Consumption of Taxes, Levies and Insurance Rupiah 
X20 Average Consumption for Parties and Ceremonies/Kenduri Rupiah 
X21 Total population Soul 

X22 GRDP Per Capita Thousands 
of Rupiah 

X23 Inter- districts / cities Distance Matrix Km 
 
Euclidean distance is one of the most frequently used and popular distance measures to 

measure the similarity [24] between non-SBH districts / cities and SBH districts / cities. 
However, similarity measurement models will also be compared using CID and ACF distance 
to determine sister cities. This distance measure is usually used by clustering algorithms, such 
as K-means, K-medoids, and hierarchical clustering [25]. However, this method is only one 
way to see the level of similarity between the research object and the variables; a machine 
learning algorithm is used, namely bicluster. So, the distance matrix will be used for cities with 
inflation against non-sample Cost of Living Survey cities to form a grouping due to the level 
of similarity. The method used in this study is finding the closest distance between non-sample 
districts / cities and the Cost of Living Survey (SBH) sample between West Java regions. The 
data structure used in this study is as follows. 

 

 
 

 
 

 
 
The distance is calculated from non-SBH districts / cities to SBH sample districts / cities. 

In 2022, there will be 10 SBH sample districts / cities in West Java, namely Bogor City, 
Sukabumi City, Bandung City, Cirebon City, Bekasi City, Depok City, and Tasikmalaya City, 
Bandung districts, Majalengka districts and Subang districts while the remaining 17 districts / 
cities, is non-SBH. The distance similarity measure is one of the most frequently used and 
popular distance measures to measure the similarity between non-SBH districts / cities and 
SBH districts / cities. 

Figure 2 Data structure used in the research 
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3.2 Analysis Steps 
 The steps of the data analysis method using machine learning methods to identify sister 
cities are explained below: 

1. Exploring the data with descriptive statistics and creating a spatial mapping for each 
variable used to identify SBH's non-sample sister cities. 

2. As a first step before using machine learning methods to determine the level of 
similarity and group data, standardize the data using Z-Score. Standardization is used 
to scale the data for each variable within the same range. 

3. Distance measures were calculated using Euclidean distance, CID distance, and ACF 
distance to identify the level of similarity. 

4. Apply the bicluster algorithm to the grouping process and tune the parameters 𝛿 =0.1, 
0.2, 0.3,..., 1 to determine the number of biclusters and characteristic variables for 
each bicluster formed. 

5. Calculate MSR/V for each tuning parameter to get the best group. The best MSR/V 
value has the smallest value. 

6. Profiling the results of the districts / cities grouping results from measuring the level 
of similarity and grouping in West Java by visualizing it with spatial mapping. 
 

4. RESULTS AND DISCUSSION 

4.1 Descriptive 
Each districts / cities must have an inflation rate when calculating poverty rates [26]. 

Inflation figures are used to calculate the temporary poverty line to determine households in 
the bottom 40 percent [27]. After that, the unit price of a calorie is calculated and then converted 
to the standard calorie, namely 2100 Cal, to obtain a poverty line for cutting points for how 
many households live below the poverty line [28]. Following the SBH non-sample 
regencies/cities, the use of sister cities in the base year of inflation is the same as in 2018. It is 
not only inflation that requires sister cities but also GDP calculations as well. However, this 
research was focused on looking for sister cities from non-SBH cities where this inflation 
indicator is a determinant of calculating the poverty rate. The following is a table of cities that 
are not SBH. 

 

 Table 2 Sister City in each non-SBH sample districts / cities in the 2018 base year 

districts / cities 
Sister City people's 

welfare 
Sister City 
Geographic Sister City PDRB 

Bogor Bogor city Bogor city Bogor city 
Sukabumi Sukabumi City Sukabumi City Sukabumi City 
Cianjur Sukabumi City Sukabumi City Sukabumi City 
Garut Tasikmalaya City Tasikmalaya City Tasikmalaya City 
Tasikmalaya Tasikmalaya City Tasikmalaya City Tasikmalaya City 
Ciamis Tasikmalaya City Tasikmalaya City Tasikmalaya City 
Kuningan Cirebon City Cirebon City Cirebon City 
Cirebon Cirebon City Cirebon City Cirebon City 
Sumedang Bandung Cirebon City Cirebon City 
Indramayu Cirebon City Cirebon City Cirebon City 

https://jurnal.unimus.ac.id/index.php/statistik
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districts / cities 
Sister City people's 

welfare 
Sister City 
Geographic Sister City PDRB 

Purwakarta Bandung Cirebon City Cirebon City 
Karawang Bekasi city Bekasi city Bekasi city 
Bekasi Bekasi city Bekasi city Bekasi city 
Bandung Barat Bandung Bandung Bandung 
Pangandaran Tasikmalaya City Tasikmalaya City Tasikmalaya City 
Kota Cimahi Bandung Bandung Bandung 
Kota Banjar Tasikmalaya City Tasikmalaya City Tasikmalaya City 

 
The table 2 shows that the determination of sister cities is based more on the conditions 

surrounding the non-SBH sample districts / cities. So, distance is something that is taken into 
consideration when determining sister cities in non-SBH sample districts / cities. The following 
is the distribution of each variable, as depicted in the next image. 
 

 
 

 
 

 
 

Figure 3 Boxplot of Monthly Household Consumption Expenditure Data in West Java Based on 
Expenditure Groups 

 
Data on research variables can be depicted in a box plot. Each consumption variable 

certainly has different units, causing the distribution of data to vary in the characteristics of 
each variable. Therefore, standardization is carried out. If the data does have significantly 
different units, a standardization process is carried out by changing the existing data to Z-Score 
[29]. The standardization process will mean that two data with vast unit differences will 
automatically become narrower. Data scaling or standardization is the process of changing 
numerical values in a data set into a general scale without changing the data distribution [30]. 
This is illustrated in the boxplot above.  

 
4.2 Distance Measure 

In this research, distance measurements were calculated. The purpose of this distance 
measurement is to determine sister cities through data patterns. Several methods were carried 
out so that these methods would be compared so that this gap emerged in this research. This 
determination of sister cities can be done by looking at the consistency of several methods 
used. 
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The image above shows the results of data processing using Euclidean distance. The 

more intense the color produced, the greater the distance between objects. This means that the 
level of similarity in consumption patterns is also increasingly the same. The same thing is 
done with calculations using ACF distance. The results are as follows. 

 
 

 
 

 
 

 
 

 
 
The image above is the result of calculations using ACF distance. When compared with 

the results from the Euclidean distance, there are differences in the position of the sister cities. 
Bogor districts, which originally had a sister city, Bogor City, became Cirebon City. Sukabumi 
districts, which has a sister city, Sukabumi City, became Cirebon City. Sumedang districts, 
which initially had the sister city Majalengka, became Sukabumi City. Several other Districts 
can be depicted on the heatmap. Furthermore, there is also a distance measure using the CID 
distance as follows. 

 

 
 

 
 

 
 

 
 Figure 6 CID distance heatmap resulting from processing 

consumption patterns in West Java 

Figure 5 Heatmap ACF distance resulting from processing 
consumption patterns in West Java 

Figure 4 Euclidean distance heatmap of West Java consumption 
patterns 
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In the image above, when compared with the Euclidean and ACF heatmaps, they have 
the same pattern. The signals given by non-SBH sample districts / cities tend to have a thick 
color in the SBH sample districts / cities, namely Bekasi City and Depok City. The three 
pictures explain that of the 10 inflation districts / cities in West Java, Bekasi City and Depok 
City, the level of similarity in the SBH non-sample districts / cities data patterns is quite far. 
This means that these two cities cannot be used as a reference as sister cities. If you look at 
their position, the two cities tend to follow the consumption patterns in DKI Jakarta Province. 
However, geographically, it is in the West Java region. 

Table 3 Results of Sister City Selection for each Distance Measure 
Non-SBH Districts / Cities EUC Distance ACF Distance CID Distance 

3201_BOGOR 3271_BOGOR 3274_CIREBON 3271_BOGOR 
3202_SUKABUMI 3272_SUKABUMI 3274_CIREBON 3272_SUKABUMI 
3203_CIANJUR 3204_BANDUNG 3204_BANDUNG 3204_BANDUNG 
3205_GARUT 3204_BANDUNG 3204_BANDUNG 3278_TASIKMALAYA 
3206_TASIKMALAYA 3278_TASIKMALAYA 3204_BANDUNG 3278_TASIKMALAYA 
3207_CIAMIS 3278_TASIKMALAYA 3278_TASIKMALAYA 3278_TASIKMALAYA 
3208_KUNINGAN 3210_MAJALENGKA 3210_MAJALENGKA 3210_MAJALENGKA 
3209_CIREBON 3210_MAJALENGKA 3210_MAJALENGKA 3210_MAJALENGKA 
3211_SUMEDANG 3210_MAJALENGKA 3272_SUKABUMI 3210_MAJALENGKA 
3212_INDRAMAYU 3213_SUBANG 3278_TASIKMALAYA 3210_MAJALENGKA 
3214_PURWAKARTA 3213_SUBANG 3210_MAJALENGKA 3204_BANDUNG 
3215_KARAWANG 3213_SUBANG 3204_BANDUNG 3204_BANDUNG 
3216_BEKASI 3271_BOGOR 3272_SUKABUMI 3273_BANDUNG 
3217_BANDUNG_BARAT 3204_BANDUNG 3278_TASIKMALAYA 3204_BANDUNG 
3218_PANGANDARAN 3278_TASIKMALAYA 3278_TASIKMALAYA 3278_TASIKMALAYA 
3277_CIMAHI 3273_BANDUNG 3273_BANDUNG 3272_SUKABUMI 
3279_BANJAR 3278_TASIKMALAYA 3278_TASIKMALAYA 3278_TASIKMALAYA 

 
The table 3 shows several regencies/cities from SBH non-sample distance (desimilarity) 

measurements. Each method has gaps related to calculating data patterns. However, there is 
also a methodology that produces the same sister city. If at least two are the same, then several 
districts / cities should experience changes in determining sister cities. The districts that should 
experience change is Cianjur Districts, which was previously Sukabumi City, to become 
Bandung Districts. Kuningan Districts and Cirebon Districts, which previously had the sister 
city of Cirebon City, became Majalengka Districts. Kerawang Districts and Bekasi Districts, 
which previously had the sister city of Bekasi City, became Bandung Districts and Bandung 
City. Sumendang Districts and West Bandung Districts, which previously had the sister city of 
Bandung City, became Majalengka Districts and Bandung Districts. 

Policies related to consumption patterns in West Java as a result of inflation, carried out 
further analysis by forming clusters related to consumption patterns. Data processing in this 
research used R version 4.3.2. to form groupings in the form of biclusters. The process of 
forming a bicluster begins with tuning the parameters by determining the value of 𝛿. then the 
best parameters will be seen at the smallest MSR/V value. 
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Table 4 Results of parameter tuning (Parameter Tuning) 

δ Bicluster MSR/V 
0.1 3 0.028433 
0.2 2 0.032765 
0.3 2 0.057901 
0.4 1 0.047549 
0.5 1 0.00000 
0.6 1 0.00000 
0.7 1 0.00000 
0.8 1 0.00000 
0.9 1 0.00000 
1 1 0.00000 

 
The table 4 shows that there is no linear relationship between MSR/V and the parameter tuning 
results. The table shows that gamma 0.1 is the smallest value produced, so it can be said to be 
the best grouping. 

 
Table 5 Number of Provinces and Variables from the best bicluster 

Bicluster Number of Provinces Number of Variables 
1 19 12 
2 6 11 
3 2 16 

 
Number of Variables The table 5 shows the number of best biclusters, namely in bicluster 1, 
the number of groups and the number of variables that form the groups. Characteristic variables 
are identical variables from a bicluster. All Districts/cities in the best bicluster can enter the 
group that has been formed. Following are the details of the grouping. 
 

Table 6 Details of Characteristic Variables for Each Bicluster Member 

Bicluster 1 Bicluster 2 Bicluster 3 

Variable: 
X3 X4 X5 X6 X8 X9 X11 
X12 X15 X16 X17 X19 

Variable: 
X3 X4 X5 X6 X7 X8 X9 

X11 X15 X16 X19 

Variable: 
X1 X3 X4 X5 X6 X7 X8 X9 
X10 X14 X15 X16 X17 X18 

X19 X20 
 
The grouping results are shown in the table 6. There are three biclusters with their characteristic 
variables. These characteristic variables form districts / cities groups based on consumption 
patterns. Consumption patterns are used to find out which characteristic variables are used as 
a reference for policy-making regarding fulfilling consumption in society, especially in West 
Java. The grouping results can be seen in the following image. 
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The formation process can be seen visually on the heatmap between the variables and the 
research object. The darker the color produced, the stronger the resulting relationship. The 
characteristic variables are fish, meat, eggs, vegetables, fruit, coconut oil, housing, various 
goods and services, as well as taxes, levies and insurance. These eight variables are variables 
that appear in each group and characterize the bicluster that is formed. 

 
 

 
 

 
 

 
 

 
 
The image 8 shows the signals that arise from the research object and the variables that 

will be grouped. The hope is that by looking at this picture, there will be a need to consider 
policies related to consumption patterns in each group, as depicted in the spider chart below. 

 

 
 

 
 

 
 

 

Figure 8 Heatmap of consumption pattern variables in 
West Java Districtss/Cities 

Figure 7 Clustering map based on the bicluster algorithm 

Figure 9 Best Bicluster Radar Chart 
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The spider chart above shows that bicluster 1 is a reflection of consumption patterns in West 
Java. The lines formed on the spider chart coincide with the lines formed by the conditions in 
West Java. Bicluster 2 shows a pattern that tends to be above the West Java average 
consumption pattern. Meanwhile, bicluster 3 shows that consumption patterns tend to be below 
the average for West Java. 

 
5. CONCLUSION 

The conclusions that can be drawn from this research are that first, determining sister 
cities can consider the use of consumption pattern variables, population, GRDP per capita, and 
distance effects. The two machine learning methods, namely Euclidean distance, CID distance, 
and ACF distance, can be used to determine sister cities. Still, the cultural consumption patterns 
of non-sample Districts/cities and SBH samples must be considered. The three distance 
measurements found a fairly high gap between non-SBH sample Districts/cities and Bekasi 
City and Depok City as SBH sample cities, so these two cities should not be used as a reference 
to become sister cities in West Java. The fourth analysis to obtain characteristic variables using 
the biclustering method shows that Districts/cities in West Java have three biclustering groups 
with average consumption patterns, where grouping using biclustering can group 
Districts/cities based on variable characteristics, namely biclusters with the same 
characteristics as average. West Java average, bicluster below the West Java average, and 
bicluster above the West Java average. Characteristic variables that can be used as regional 
dividers from biclusters are Average Fish Consumption (X3), Average Meat Consumption 
(X4), Average Egg and Milk Consumption (X5), Average Vegetable Consumption (X6), 
Average -Average Consumption of Fruit (X8), Average Consumption of Oil and Coconut (X9), 
Average Consumption of Housing and Household Facilities (X15), Average Consumption of 
Various Goods and Services and Average Consumption of Taxes (X16 ), Levy and Insurance 
(X19). 
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