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Abstract: PT. Bank Central Asia is a private company that 
has superior shares in the Lq45 category but has share 
prices that fluctuate every period. So forecasting is needed 
to predict stock prices in the next period. These 
fluctuations can cause linear and nonlinear relationships in 
historical stock price data. This research uses the Hybrid 
ARIMA-NN approach, where the ARIMA model is able 
to overcome data non-stationarity while the Neural 
Network is used to capture nonlinear patterns that cannot 
be explained by the ARIMA model by using the residuals 
as NN input, the hybrid model can increase forecasting 
accuracy. The data used is weekly data on closing stock 
prices for the period January 2019 to June 2024. Prediction 
measurements use Mean Absolute Percentage Error. The 
research results show that forecasting with Hybrid 
ARIMA(2,1,2)-NN(1-5-1) obtained a MAPE value of 
3.99% smaller than the ARIMA(2,1,2) a MAPE value of 
4.13%, that the accuracy of the forecasting model is very 
good. 

  

1. INTRODUCTION  
The increasing public interest in investing makes capital market conditions a major 

concern for business people, especially investors. Currently, investors in the capital market are 
an alternative form of investment that is easy for people to do since the opening of the BEI 
(Indonesian Stock Exchange). Investment is a form of shifting current consumption to the 
future which has uncertain risks. The capital market has several types of investment 
instruments including shares. Shares are securities that represent a person's capital ownership 
of a corporation[1]. Currently, shares are one of the investment options that investors often like 
because of their ability to generate attractive profits. But stock investment is also a form of 
investment that can produce quite high risks. This is due to the nature of shares which are 
sensitive to changes in economic conditions which can influence the rise and fall of share 
prices. One type of stock that is of great interest to investors is banking shares [2]. 

PT. Bank Central Asia is the largest privately owned bank in Indonesia and was founded 
in Jakarta on February 21, 1957 by Sudono Salim. PT shares. Bank Central Asia is one of the 
leading stocks on the Indonesian stock market because the shares are owned by PT. Bank 
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Central Asia is included in the Lq45 stock index [1]. Therefore, many investors are interested 
in investing in PT. Central Asia Bank. Development of PT share prices. Bank Central Asia 
continues to experience increases and decreases all the time [2]. 

The difficulty in estimating the selling price of a share is caused by the share price 
continuing to change from period to period. This causes investors to suffer losses if the share 
selling price is executed at the wrong time. Stock price predictions function to see how 
investment in a company's shares will progress in the future in order to minimize investors' 
risks when investing [3]. Continuous fluctuations can result in linear and nonlinear 
relationships in historical stock price data [4]. 

There are many time series methods for forecasting, one of which is the ARIMA model 
developed by Box-Jenkins. The ARIMA method produces predictions based on previous data 
patterns [5]. As a univariate model, ARIMA is suitable for use if time series observations are 
not correlated with each other. The ARIMA model consists of non-seasonal and seasonal 
models. The non-seasonal model which is a stationary model consists of AR(p), MA(q) and 
ARMA(p,q), while the ARIMA(p,d,q) model is a form of non-stationary model which is 
assumed to be linear. This causes ARIMA models to have difficulty handling nonlinear forms 
that generally exist in time series data [6]. As a result, ARIMA models require models that can 
handle non-linear patterns. One method that can handle linear and non-linear data patterns is 
Artificial Neural Networks (ANN). 

Neural Network is a computational model inspired by the way the human brain works. A 
neural network model is an adaptive model that is able to capture nonlinear patterns and 
complex problems that are difficult to solve with a mathematical approach. Combining linear 
and nonlinear models is an alternative in forecasting. There are several reasons to use a hybrid 
model. First, there are difficulties in applying linear and nonlinear models to time series data. 
Second, time series in fact often contain both, not just linear or nonlinear. Third, there is some 
forecasting literature which says that there is no one model that is suitable for every condition 
[7]. 

In previous research, Setiawan and friends predicted share price data PT. Unilever with 
the hybrid ARIMA-Neural Network method. The purpose to predict linear and nonlinear time 
series data and obtain a MAPE 1.03% lower than the ARIMA model [4]. Similar research was 
also carried out by Anggaraeni and friends regarding forecasting Indonesian crude oil prices 
using the ARIMA-Neural Network hybrid approach. The research results show that the hybrid 
ARIMA-NN method produces a MAPE value of 6.8692%, while the ARIMA method itself 
produces a MAPE value of 7.7816% [8]. Amrullah and friends conducted similar research 
regarding the ARIMA-ANN hybrid to predict the closing share price of PT. Bank Negara 
Indonesia Tbk. Producing the best model, namely ARIMA(2,1,2)-ANN(5-10-1) with a learning 
rate of 0.3 to predict the closing stock price for the next 25 days, obtained a forecasting 
accuracy value using MAPE of 6.349% [9]. 

Hybrid methods are important especially when dealing with non-stationary time series 
data and have non-linear patterns which are often found in economic and financial time series 
data. The combination of linear and non-linear models produces more accurate predictions 
compared to using linear or non-linear models individually to forecast time series data [10]. 
Hybrid methods can also increase forecasting accuracy values [4]. Because stock prices have 
volatile movements, making predictions is expected to help investors make decisions when 
investing. 
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2. LITERATURE REVIEW 
2.1. Forecasting 

Forecasting in business is the process of estimating future value using past data. 
Forecasting is generally used to make decisions and policies that arise from the uncertainty of 
the future. The hope of the forecasting process is to obtain the minimum possible difference 
between the forecast results and what will happen in the future [11]. 
2.2. Stasionerity 

Stationarity of time series data is defined as the condition where the mean and variance 
of the data are constant. Stationary data has no trend. Stationary means that the data does not 
experience significant changes over a certain period of time [12]. There are two stationarities 
in the data, namely stationary in the mean and stationary in the variance. 

If the data is not stationary with respect to the mean differentiation is needed, the 
differencing process is carried out repeatedly if the first differencing data is still not stationary. 
The differencing time series data is formulated as follows [13]: 
 𝑊! = 𝑌! − 𝑌!"# (1) 

Where: 

𝑊!: first differencing 

𝑌!: data at time t 

𝑌(!"#): data at time t-1 

Data are said to be stationary in the variance when the confidence interval λ = 1 [11]. 
If the data is not stationary with respect to variance, a Boxcox Lambda transformation is 
needed. The following is the transformation formula [14]: 

	
𝑇(𝑌!) =

𝑌!& − 1
λ , λ ≠ 0 

(2) 

Where 𝑇(𝑌!) is the data transformation function Y at time t and λ is the transformation 
parameter value. 
2.3. Autoregressive Integrated Moving Average (ARIMA) 

The ARIMA method is a forecasting method based on historical data patterns that was first 
developed by Box-Jenkins in 1970 [15]. The ARIMA model is a univariate model, meaning the model 
only uses the dependent variable. The ARIMA (p,d,q) model is a combination of Autoregressive (AR) 
and Moving Average (MA) models which are differentiated d times. The following is the form of the 
ARIMA equation (p,d,q) [14]: 

 ∅'(𝐵)(1 − 𝐵)(𝑌! = 𝛿 + 𝜃)(𝐵)𝜀! (3) 

   

2.4. Artificial Neural Network 

Artificial Neural Network is a flexible computational model and does not require 
assumptions for nonlinear modeling in various applications [16]. The neural network function 
was created to design a computer that can carry out a learning process based on examples of 
events. Feedforward Neural Network (FFNN) is a form of artificial neural network model that 
is commonly used because FFNN is very flexible for nonlinear functions [17]. FFNN consists 
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of one input layer, one or more hidden layers, and one output layer which is generally written 
with the following equation [18]: 

                𝑦5 = 𝑓*7∑ 9𝑤+,𝑓+-7∑ 𝑤.+-𝑦!". + 𝑏+-
'
# < + 𝑏*=)

+/# < (4) 
   

2.5. Hybrid ARIMA-NN 

Hybrid modeling is an analysis that is capable of solving complex problems, the aim of 
which is to increase forecast accuracy. The ARIMA model in the hybrid model is used as a 
solution to the linear model, where the residual results of the ARIMA model contain non-linear 
components. The hybrid model equation is written as follows [19]: 

 𝑌>! = 𝐿>! + 𝑁A! (5) 

Where: 

𝑌>! : Forecast value of hybrid ARIMA-NN model 
𝐿>!: ARIMA model prediction (linear model) 
𝑁A! : NN model prediction (nonlinear model) 
2.6. Mean Absolute Percentage Error (MAPE) 

To produce accurate forecasts, an evaluation is carried out to determine the effectiveness 
of the forecasting model used. This evaluation is used to measure the error of the forecasting 
model used, one of which is the Mean Absolute Percentage Error (MAPE). MAPE is a 
calculation used to calculate the average residual absolute percentage error rate which serves 
to indicate forecasting accuracy. The following is the MAPE calculation formula [9]: 

 
𝑀𝐴𝑃𝐸 =

1
𝑛GH

𝑌! − 𝑌>!
𝑌!

H
0

!/#

𝑥100% (6) 

Where: 

𝑛 : The amount of data 
𝑌!	: Actual value for the t period 
𝑌>!	 : Forecast value for the t period 
 

3. METHODOLOGY 
This research uses secondary data from the finance.yahoo.com site in the form of 

closing price shares data for PT. Bank Central Asia Tbk with weekly time intervals from 
January 2019 to June 2024, as many as 287 data. This research data is divided into two, namely 
80% train data from January 2019 to May 2023 and 20% test data from May 2023 to June 2024.  
The steps in this research were carried out as follows: 
a. ARIMA Models: 

1. Enter data on the closing price of BCA shares. 
2. Conduct descriptive analysis on closing stock price data PT. Bank Central Asia. 
3. View the characteristics of the data with a time series plot. 
4. Divide the train data into 80% and test data into 20%. 
5. Carry out a stationarity test based on the ADF and BoxCox lambda tests. 
6. Determine the temporary ARIMA model based on the ACF and PACF plots. 
7. Estimating parameters using MLE and testing parameter significance. 
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8. Carry out a diagnostic check to test that the model residuals meet the assumptions of                     
white noise and normality. 
9. Determining the best ARIMA model based on the lowest AIC value. 
10. Perform the best ARIMA residual linearity test 

b. Hybrid Models: 
1. Inputting the ARIMA model residuals sees a significant residual lag. 
2. Normalize the data. 
3. Determine the NN architecture. 
    At this stage, the architectural design that will be used in the training stage is determined. 
4. Training and testing the NN model. 
5. Denormalize the data. 
6. Predict the hybrid ARIMA-NN model with equation (5). 
7. Evaluate the hybrid ARIMA-NN model using MAPE values. 
8. Make forecasts for the next 10 periods. 

 
4. RESULTS AND DISCUSSION 

Characteristics of closing price shares data for PT. Bank Central Asia used from 
January 2019 to June 2024 can be seen from descriptive analysis. The results of descriptive 
analysis show that the average closing price shares of  PT. Bank Central Asia for 287 weeks 
amounted to 7340 rupiah with a standard deviation of 1428.614. This shows that the closing 
price shares variance of PT. Bank Central Asia is quite high. 

 

 
Figure 1. Plot of BCA Share Closing Prices from January 2019-June 2024 

Based on Figure 1, it can be seen that the closing price shares movement of  PT. Bank 
Central Asia experiences increases every week or has a fluctuating upward trend pattern. 

4.1. ARIMA Model 
Satsionerity 

Stationarity indicates that the data does not contain trend patterns and the data moves 
around constant mean and variance values. To see the stationarity of the data, it can be seen 
using the ACF PACF plot, ADF test, and Boxcox Lambda. 
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Table 1. Stationarity Test Results 
 Not Differences Differences = 1 

 

  

Boxcox λ λ = 1 λ = 1 

ADF Test 𝑡2!3!.2!.4 = −2,699 
𝑝 − 𝑣𝑎𝑙𝑢𝑒 = 0,282 

𝑡2!3!.2!.4 = −5,707 
𝑝 − 𝑣𝑎𝑙𝑢𝑒 = 0,01 

 
Based on table 1, it is known that the previous data was stationary on the variance with 

λ = 1 but not yet stationary on the mean, so differencing was carried out. After differencing 
once, the data was stationary in both variance and mean with the Augmented Dickey Fuller 
(ADF) Test results showing a pvalue of 0,01 > α = 0,05. 

 
Estimation  and Significance of Model Parameters 

Parameter estimation is carried out for each model and it can be seen whether the model 
parameters are significant or not. A good model is a model that has significance or p-value 
< α = 0,05. The following are the results of temporary model parameter estimation with 
MLE: 

Table 2. Parameter Estimations 

Models Parameter Estimations AIC p-value 

ARIMA (1,1,1) ∅# 0,4724 
3108,39 

0,1447 
𝜃# -0,5627 0,0617 

ARIMA (1,1,2) 
∅# -0,6189 

3107,76 
0,0023 

𝜃# 0,5580 0,0080 
𝜃5 -0,1542 0,0365 

ARIMA  (2,1,2) 

∅# 0,3808 

3104,38 

0,0000 
∅5 -0,9060 0,0000 
𝜃# -0,4207 0,0000 
𝜃5 0,8355 0,0000 

 
Based on table 2, there are two models whose parameters are significant, the ARIMA 

(1,1,2) and ARIMA (2,1,2) models. 
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Diagnostic Checking 
At the diagnostic checking stage, checks are carried out regarding testing the residual 

assumptions of the ARIMA model whose parameters are significant so that the selected 
model can represent the data pattern. There are two assumption tests on the ARIMA model 
residuals, namely white noise and normality. 

Table 3. Ljung-Box Test 
Models 𝝌𝟐 df p-value Information 

ARIMA (1,1,2) 0,0005 1 0,9815 White Noise 

ARIMA (2,1,2) 0,3136 1 0,5755 White Noise 

 
Table 4. Kolmogorov Smirnov Test 

Models 𝑫𝒔𝒕𝒂𝒕 df p-value Information 

ARIMA (1,1,2) 0,0908 1 0,0458 Abnormal 

ARIMA (2,1,2) 0,0844 1 0,0764 Normal 

 
Based on tables 3&4, the ARIMA (2,1,2) model is a model that meets all assumptions, 

both white noise and normality, and has an AIC value that is smaller than the ARIMA 
(1,1,2) model, so the ARIMA (2,1,2) is selected as the best model. 
 
Linearity Test 

The linearity test is used to determine whether models has a linear or nonlinear pattern. 
Test the linearity of the closing price shares of PT. Bank Central Asia uses the Terasvirta 
test. Data can be said to be linear if the Terasvirta test results have a p-value > α = 0,05. 

Table 5. Terasvirta Test 
Data 𝝌𝟐 df p-value Information 

Residuals 
ARIMA (2,1,2) 21,442 2 0,00002 Nonlinier 

 
4.2. Neural Network Model 

After modeling with ARIMA, the next step is modeling with a Neural Network using 
the residual values of the selected ARIMA model as input for the NN model. In determining 
the number of inputs for the NN, it can be seen from the PACF plot that the residuals of the 
ARIMA model are significant. 

 
Fig 2. Plot PACF Residuals 

 
Based on the residual PACF plot, there is only 1 significant lag, meaning that the NN 

input only uses 1 input neuron. In the NN model, this research uses an FFNN artist with 1 
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input neuron, 1-10 hidden layer neurons, 1 output neuron using a sigmoid activation 
function with a learning rate of 0.01 and a stepmax of 1000. The training results obtained 
are as below: 

 Table 6. Training Architecture Neural Network 
Neuron Hidden layer Error Step 

1 0,992 487 

2 0,993 51 

3 0,992 109 

4 0,993 86 

5 0,992 63 

6 0,992 93 

7 0,993 87 

8 0,993 122 

9 0,996 87 

10 0,993 82 

 
From table 6 it is known that the best architecture, namely NN(1-5-1), was chosen based 

on small error values and a small number of iterations. 

 
Fig 3. Archictecture NN (1-5-1) 

 
4.3. Hydrid ARIMA-NN 

Prediction with the hybrid ARIMA-NN approach is the prediction of the best ARIMA 
model plus the best NN as in equation (5). 
ARIMA (2,1,2) Equation: 

𝑌!=1,3808𝑌!"# − 1,2868𝑌!"5 + 0,9060𝑌!": + 𝜀! − 0,4207𝜀!"# + 0,8355𝜀!"5 
NN (1-5-1) Equation: 

𝑁A! =	−0,699𝑓#-(. ) − 0,973𝑓5-(. ) − 0,049𝑓:-(. ) − 0,915𝑓;-(. ) − 0,028𝑓<-(. )
+ 1,335 
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With : 

𝑓#-(. ) = (1 + exp`−(−0,947 + 1,324𝜀!"#=)a)"# 

𝑓5-(. ) = (1 + exp`−(−1,363 + 0,010𝜀!"#=)a)"# 

𝑓:-(. ) = (1 + exp`−(1,406 − 0,823𝜀!"#=)a)"# 

𝑓;-(. ) = (1 + exp`−(−0,585 − 0,695𝜀!"#=)a)"# 

𝑓<-(. ) = (1 + exp`−(0,821 − 0,202𝜀!"#=)a)"# 

 

  
Fig 4. Comparation Training & Testing Models Prediction 

 
After getting the prediction results, to find out how accurate the model is in forecasting, 

it is evaluated using MAPE. 
 

Table 7. Evaluation Models  

Model Nilai MAPE 
Training Testing 

ARIMA (2,1,2) 2,3% 4,13% 

Hybrid ARIMA (2,1,2)-NN(1-5-1) 2,3% 3,99% 
 

Based on table 7, the MAPE testing value of the Hybrid ARIMA(2,1,2)-NN(1-5-1) 
model is 3.99% lower than the ARIMA(2,1,2) model of 4.13%. This proves that the hybrid 
model approach can increase model accuracy compared to using a single model. So the 
Hybrid ARIMA(2,1,2)-NN(1-5-1) model will be used for forecasting the next period. 

Following are the forecasting results for the next 10 weeks using hybrid ARIMA 
(2,1,2)-NN(1-5-1): 
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Fig 4. Time Series Plot Forcasting BBCA Shares 

5. CONCLUSION 
The characteristics of the closing price movement of BCA shares over the last 5 years 

show that the shares have an upward trend even though they fluctuate every week with the 
lowest price being 4430 on March 17 2020 or the 64th week and the highest price being 
10150 on March 5 2024 or the 271st week. The best Hybrid ARIMA-NN model is a 
combination of the ARIMA(2,1,2) model using the residual NN(1-5-1) producing a MAPE 
value for model training of 2.3% and model testing of 3.99%, where the hybrid MAPE 
value is smaller than ARIMA (2,1,2). A MAPE value of less than 10% indicates that the 
forecasting model used is very good for predicting closing prices. Forecasting results for 
the next 10 weeks closing price shares of PT. Bank Central Asia Tbk showed fluctuations 
with the highest price occurring in the 297th week at 9943.82 rupiah and the lowest price 
at 9856.59 rupiah per share. 
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